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The current challenges for high-performance aplications
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• Emb e d d ed  systems tod ay face  sig nificant 
constraints with hig h-p e rformance  
ap p lications, p rimarily d ue  to  p ower 
consump tion and  CPU utilization.
 

• Trad itional SSDs b ased  on NVMe PCIe  g en3 
x4 inte rface s, while  fast (up  to  4 GB/s 
b and wid th), d emand  sub stantial CPU 
re source s. 
 

• Re sults in hig he r p ower usag e  and  
ine fficie ncie s d ue  to  extra memory cop ie s 
req uired  from d evice -map p ed  memory 
(PCIe ) to  ap p lication memory.



A new NVDIMM solution

• Unmatched  Band wid th: Achieve  up  to  20 GB/s 
with DDR4 or 40 GB/s with DDR5.

• O p timized  CPU Utilization: Eliminate  the  need  
for software  manag ement comp onents, allowing  
ap p lications to  acce ss d ata d irectly from non-
volatile  storag e .

• Direct Data Access: Ap p lications can re trieve  
d ata straig ht from I/O  d evice s, red ucing  memory 
cop y ove rhead s.

• Comp act System Foo tp rint: Integ rate  system and  
non-volatile  memory throug h a unified  inte rface .
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Technology
• The  size  o f NVDIMM mod ule  eq ual the  size  of non-

volatile  memory. For examp le , a 512GB NVDIMM 
consists 512 GB Flash and  2 GB DRAM

• All Read /Write  op e rations come  to  the  DRAM cache . 
In a case  of a cache  miss a memory op e ration is 
susp end ed  in the  system memory contro lle r and  
re sumes afte r comp le tion of swap  d ata b e tween 
flash and  DRAM

• The  so lution sup p orts DDR4 and  DDR5 p ro toco ls. 
The  system memory contro lle r has a minor 
mod ification to  work with the  NVDIMM. We p lan to  
reuse  existing  IP of the  memory contro lle r.  

• The  core  o f the  te chnolog y is a p atented  me thod  
that synchronizes access to  the  cache  with the  
d evice  op e rations without vio lating  stand ard  DDR 
p rotocol
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Software–NVDIMM communication
• Byte  acce ss for b o th RAM and  NVRAM. 
• Load /store  instructions to  acce ss NVDIMM. 

The re  is no  ad d itional software  
manag ement. 

• Cache  hit. Execute  a normal DDR 
command .

• Cache  miss. A memory command  has b een 
susp end ed  b ut d oes no t b lock the  
fo llowing  memory command s. The  CPU will 
remain id le  until cache  miss is re so lved .
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Non-volatile memory emulator for embedded systems

• Emulation e nvironme nt on a b ase  of a Zilinx 
FPGA b oard  running  Linux

• Mod ifie d  the  RTL Me mory Inte rface  Ge ne rator 
(MIG) of the  FPGA to  inject ad d itional 
read /write  d e lays for ACT and  PRE 
command s. The  injected  d e lays emulate  non-
volatile  op e rations of NVDIMM that req uire  
b ig g e r latency than read /write  DDR 
command s. 

• Software  sup p ort to  work with NVDIMM 
d evices. The  software  sup p ort includ es C 
lang uag e  functions to  allocate  and  d eallocate  
the  NVDIMM reg ion and  ke rne l mod ifications 
to  exp licitly flush CPU cache  to  NVDIMM.
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Application

Emulation of a non-volatile operation in DRAM based main memory
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IO-DIMM
• An I/O  d e vice  use s the  DRAM cache  to  

communicate  with the  CPU. Examp les of I/O  d evices 
are  sensors, ne twork card s, GPUs, e tc. 

• An ap p lication allocate s syste m me mory that is a 
p art of the  DRAM cache  of IO -DIMM

• The re  are  no  p o lling  me thod s to  wait to  comp le te  
the  I/O  d evice  op e rations. 

• An ap p lication read s the  comp le tion ad d re ss to  g e t 
the  status of an I/O  op e ration. If the  op e ration is 
incomp le te , the  IO -DIMM mod ule  and  the  system 
memory contro lle r susp end  the  Read  memory 
command . CPU is in an id le  state . O the rwise , if the  
I/O  op e ration is comp le ted , the  Read  command  
d ata is re turned  to  the  CPU, and  the  ap p lication g e ts 
the  re sult.  
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