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Two Prominent CXL Use Cases

1. Active Memory Tiering
• Local and remote memory tiers, migration of hot and cold pages between tiers 

2. Near Memory Compute Acceleration
• Remote memory tiers accelerate or process data near memory elements
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Active Memory Tiering Considerations
Approaches
-     S/W driven: Kernel  scans memory allocation, identifies local vs. remote memory references (1)

-     H/W-based hot page detection:  Identifies most frequently accessed physical pages in Tier 2 memory
- Hardware-assisted application-transparent memory tiering management (2)

Challenges Accuracy of “hotness” classification Mitigation Increased offload of hot page detection to hardware

Page migration latency Provide enhanced memory access monitoring/reporting 
capabilities on cxl.mem HDM interfaceUnderstanding of workload characteristics
Identify frequently used Host Physical AddressesHardware vs. software partitioning
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Near Memory Compute Acceleration Considerations
Approaches
-     Near memory processing engine implemented in proximity to EMIF controller on CXL EP device (3)

-     Memory tiering with computational memory devices and standard memory devices (4)

Challenges Acceleration functions decision - analytics, 
matrix manipulation or other

Mitigation FPGAs, flexibility, accelerate functions near memory

Combine Type 2 computational memory and Type 3 memory 
tiering for best TCOSDK development (new accelerated 

function)

Computational memory is expensive
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Performance Metrics
• Publicly disclosed data points emerging showing latency advantage of 

CXL Type 2 Near Memory Acceleration vs. traditional PCIe (5)

SupplyToReceive latency using standard 
264-byte message sizes

Intel-UIUC ksm offload to CXL Type 2 device

Protocol Tool Initiator Target Design 
Used/Command

CXL.cache Intel CXL Stress 
Tester

Device Host CXL Type2 ED/ 
Rdcurr

PCIe MCDMA Driver Device Host MCDMA ED / Mem 
Read

Measured CXL.cache latency 68% lower than PCIe
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Takeaways

• CXL-based Memory Tiering and Near Memory Acceleration provide 
advantages
• Reduction in system TCO

• Offloading of processing from CPU

• Reduction in processing latency for specific workloads

• Some challenges can be mitigated by FPGA-based solutions
• CXL  IP and design example with configurable pre-built accelerator functions

• Dynamic reconfigurability
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